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CHIA ENVIRONMENT
96 - NeXtScale nx360 M4 Compute Servers - 64GB RAM
4 - x3750 M4 Large Memory Compute Servers - 256GB RAM
1692 Intel Xeon E5-2650v2 (Ivy Bridge) 8-Core 2.6GHz
20MB Cache
Six (6) POWER8 822 Linux/AIX Compute Servers
160, 3.42 GHz POWER8 cores
OpenStack Juno Private Cloud Environment
IBM Cognos and SPSS environments
6 PB of GPFS (GSS) Storage
IBM TS3500 Enterprise Tape Library with ~13 PB of LTO6
tape
Additional power and cooling capacity to add an
additional 10,000 cores



additional 10,000 cores

SECURITY





DATA SECURITY
All data within the CHIA data center is controlled by a

hierarchy of security measures:

1. Access to systems filtered through dedicated firewalls and
advanced malware protection on an asset by asset basis.

2. Seperated file systems for research, clinical, database, cloud and
user home directories.

3. All files are assigned groups associated with the specific research
project they belong to. Typically associated with the PI.

4. Users who have ethics/PI approval to access data are then
assigned a role specific to that data, allowing them access.



SECURITY POLICIES
We have worked with Electronic Warefare Associates (EWA)

to create the following policies to guide the operation of
CHIA services:

Systems Security Management Policy
User Access Management Policy
Privacy Policy
Incident Response Plan
A threat risk assessment was completed on the CHIA
infrastructure
A privacy impact assessment was created to handle
concerns and requirements around holding clinical data



HOW TO SUBMIT JOBS
Currently there are three types of workloads being used

within the CHIA environment:

1. Command line job submission with IBM LSF.
2. Web based job submission with IBM PAC.
3. Complex job workflow creation with IBM PPM.
4. Dedicated OpenStack environments



COMMAND LINE SUBMISSION
bsub [options] command [cmdargs]
bjobs [­a][­J jobname][­u usergroup|­u all][...] jobID
bhist [­a][­J jobname][­u usergroup|­u all][...] jobID
bbot/btop [jobID | "jobID[index_list]“] [position]
bkill [­J jobname] [­m] [­u ] [­q] [­s signalvalue]
bmod [bsub_options] jobID
bpeek [­f] jobID
bstop/bresume jobID
bswitch destination_queue jobID

Using this method gives the user full control of how their
job is submitted and handled by the cluster. Documentation

is readily available.



SAMPLE JOB SUBMISSION
bsub ­J ̀pwd̀ ­q normal ­n 4 ­cwd ̀pwd̀ ./my_job_launcher.sh

There are many additional options that can be specified for
a job.

Job <4>, Job Name </gpfs/home/msturge/regression/chip1>, User <mst
urge>
Project <default>, Status <RUN>, Queue <normal>, 
Command <./my_job_launcher.sh>

Thu Apr 17 17:48:43: Submitted from host <chia-sched1>,
CWD </gpfs/home/msturge/regression/chip1>;

Thu Apr 17 17:51:55: Started on <chia-sched1>,
Execution Home </home/msturge>,
Execution CWD </gpfs/home/msturge/regression/chip1> ;
Thu Apr 17 17:52:12: Resource usage collected.
MEM: 2 Mbytes; SWAP: 5 Mbyt



SUBMITTING A JOB: IBM PAC

Common jobs can be submitted through the browser.



JOB STATUS




